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”Adaptable networking” is the 
handling of dynamic changes in   

time and position related to                 
Nodes, Capabilities, Users and 

Services.

Capabilities are Node inherent or Node related data, 
resources or functions, which act as an application 

basis for the building of dynamic functionality. 
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• the increasing heterogeneity, 
complexity and diversity for technical 
telecommunication solutions 
• that qualified staff is the critical 
factor for development, installation, 
deployment, operation, maintenance
and evolution of Telecom Service 
software

Motivation: To be able to handle
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2. Property Requirements

Pa): Flexibility and adaptability 
properties

Pb): Robustness 
and survivability 
properties

Platform Basis for User 
Applications Devlopment  

Pc): QoS awareness 
and resource control 
properties
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Flexibility and adaptability:

System structure and functionality is not fixed
(adding, moving, removing components and changing component 
functionality according to needs)

New components and their capabilities are found 
automatically when introduced (awareness of new 
components and capabilities, propagation of needed information 
about changes)

Continuous adaption to changed environments and 
operation strategies/policies (new component 
functionality, new service and network management functionality,
new policy functionality) 

Appropriate functionality building priciples
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Dependable distributed architecture.
(Replicated resources and  functionality, inhibitation of malicious 
and unauthorized components.)

Reconfigure itself in the presence of failures.
(Detection of hardware component failures and reconfiguration, 
detection of software failures and reinitialization, prevention of 
error import and propagation)

Provide continuous operation.
(Continous operation during fault handling, PaP of components 
and  changes in the functionality repertoir.) 
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Robustness and survivability:



Department of Telematics,  NTNU ICT 2003, Bangkok, April 20038

Negotiatiation about QoS and optimum 
resource allocation.                                 
(Transmission capacity, storage capacity, computation power, 
functional handling capacity, functional handling capability, 
QoS contracts, negotiation functionality, optimisation 
functionality)

Monitoring of resource utilization and actions 
and reallocation of resources.                     
(Detection, rearranging of workload by PaP, relocation of 
functionality by PaP, information and guidance to network  
and service operators about needed manual actions)
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QoS awareness and resource control:
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3. TAPAS – Basic Architecture and Platform

• The theatre metaphor
• The basic architecture (Object model)
• Capabilities
• The platform
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The theatre metaphor 

Theatre: A metaphor for concepts and functionality definition.

Director role figure: The manager of plays, and 
supervisor for application role figures, constituted 
by an actor .

Repertoire: The set of Plays that may be performed 
at the theatre.

Application role figures : The performers of plays. 
Constituted  by actors playing  roles.

Play: Defines a set of logically related functionality.

Capability: A unique set of properties of an actor at 
the stage where he is playing.

Manuscript: The assigned behavior, i.e. the defined 
role of a role figure, constituted by an an actor. 

Role session: A dialogue between two role figures.
Actors
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The basic architecture (Object model)
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Capabilities

Functions: Pure software or 
combined software/ hardware 
components used for 
performing particular tasks,
Resources: Hardware 
components with finite 
capacity, such as processing, 
storage and communication 
units, 
Data:Just data, the 
interpretation, validity and life 
span of which depend on the 
context.
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Status reflects the resulting state of the system, which 
indirectly can be changed.

Status

• Status is, at a certain time instant, the situation in a  
PaP Service System system with respect to the actual 
number of nodes, playing plays, traffic situation, etc. 

• It can both comprise observable counting measures, 
measures for QoS or calculated predicates related to 
these counts and calculated measures. 
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Example view of TAPAS platform for 
software execution
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4. TAPAS – Mobility Handling 

• User mobility: Changing access point
• Actor mobility: Moving Role figures to a new Node
• Role session mobility: Moving ongoing Role sessions
• User session mobility: Moving Applications, Actors and Role sessions  
to make the User able to continue his User sessions from a new access point
• Node mobility: Changing physical positions of Nodes (and terminals)

Mobility handling is a rather comprehensive issue: 
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Personal Mobility is the provisioning of services that are 
personalized with end user’s preferences independent of both 

physical location and equipment type
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TAPAS Mobility Architecture (Object model)
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An illustration of TAPAS Mobility Architecture
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5. TAPAS - Configuration Management
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Modeling Configuration Management
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6. Adaptive Service Infrastructure
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  S8: Service Implementation

Service Implementation using
J2EE Platform (JavaTM 2

Platform, Enterprise Edition)
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Summary and Conclusions

• Adaptive Networking - Properties
• Flexibility and adaptability
• Robustness and survivability
• QoS awareness and resource control

• TAPAS basic architecture with extensions
• Ongoing research

• Fault tolerance and intrusion prevention        
• Personal mobility
• Configuration Management 
• Adaptive Service Infrastructure

•TAPAS platform and demonstrator. Software and 
documentation available: http://www.item.ntnu.no/~plugandplay
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